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Purpose. With the development of the big data technology, the time sequence data mining has become a hot
spot that attracts the attention of the public. Based on the correlation and cooperativity of the time sequence data,
we propose the fast time sequence data mining model based on the grey system theory.

Methodology. The correlation determination method that is based on the features of the relevant coefficient
of the time shift sequence is obtained. As a result, a kind of fast time sequence data mining model based on the

grey system theory is proposed.

Findings. The correlation determination methodology proposed in this paper is more effective than the Pear-
son linear correlation coefficient, Spearman rank correlation coefficient, Kendall rank correlation coefficient and

Granger causality test.

Originality. In this paper, the double sequence fast correlation determination method and curve alignment
method are provided. So far, we have not found other literature on the related research.
Practical value. The research results can provide theoretical basis for the determination of the correlation of

regression analysis and the time alignment.

Keywords: grey system theory, time warping, correlation, time sequence data, data mining, curve align-
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Introduction. Time series data is one of the most
commonly seen types of data in the data mining, which
is applied in many fields such as the monthly volume
of runoff of a certain river, the local mean monthly
temperature and precipitation, our country’s consum-
er price index (CPI) and the gross domestic product
(GDP), the earthquake wave sequence acquired at
multiple observation points at the time of the occur-
rence of the earthquake, etc. [1]. Through the analysis
on the time sequence data, some useful conclusions
can be drawn, for example: Through studying the his-
tory of flow volume of the river, the temperature, pre-
cipitation and other characteristics, the forecast level
for flood can be effectively improved; through the ap-
plication of CPI and GDP, the degree of inflation and
the momentum of economic development of the
country or region can be analysed; according to the
multiple seismic wave sequence, the seismic source
and seismic magnitude, etc. can be accurately located
[2]. Some of the non-time sequence data can also be
handled through the conversion and application of the
time sequence data mining method for processing, for
example: Through the application of the distance from
the edge of leaf to the center of the mass to describe its
characteristics from different angles, a column of data
can be acquired, which then can further distinguish
the type of the leaf [3].
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In the process of time sequence data mining, if the
time difference of the data is not taken into consider-
ation, it is easy to be influenced by intuition or preju-
dice, and thus cause wrong determination on the cor-
relation; however, it does not make sense if the time
difference of the related time sequence is not taken into
account [4]. That is to say, in the assessment of the cor-
relation of the sequence, it does not only require con-
sidering the time difference, but also requires that the
data is correlated, therefore, the correlation and time
difference between the sequences are mutually re-
strained [5]. At present, the correlation analysis on the
time sequence data is faced with some problems, for ex-
ample, the data relationship is relatively complex, the
data contains noise, there is missing data or abnormal
data, etc. [6]. Homogeneous data (data from the same
source or with the same attributes, such as the earth-
quake seismic data of the same earthquake acquired in
multiple locations) has natural similarity, which does
not require determining the correlation, and there is no
correlation or time difference constraint problem ei-
ther, hence mostly applied for the classification or clus-
tering. For the heterogeneous data (data from different
sources or with different attributes, such as the amount
of precipitation and river runoff volume, CPI and
GDP), its correlation shall be determined, and its rele-
vance and regression analysis etc. shall be conducted
[7—9]. Therefore, the main object of the time sequence
data correlation analysis is the heterogeneous data.
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Similar to the binary classification problems or the
two types of errors in hypothesis testing, in correlation
with heterogeneous data mining or data regression to
two types of errors: 1) it is believed that the related data
does not have correlation; 2) it is believed that the irrel-
evant data has correlation and regression analysis is con-
ducted [10]. The former often appears in actual applica-
tion, such as the elevation of the sun and the ground
temperature, precipitation and river runoff, if in accor-
dance with the time control study the correlation of two
groups of data may not be able to get relevant conclu-
sions, but in fact, if both will be in time for translation,
there will be close correlation. The above two types of
errors can occur, for example, in the past 20 years Chi-
na’s GDP and the height of a person can grow before
the age of 20 certainlyhas significant positive correla-
tion, and this is meaningless, illogical regression, which
is called nonsense regression or spurious regression. So,
prior to the analysis of the data, if not considering the
correlation of data, class 1 correlation error will cause
the waste of potential information, data category 2 cor-
relation errors may cause misleading for subsequent
analysis. The correlation of multiple sets of data can be
provided through the correlation of two groups of data.

Homogeneous data has natural similarity and a
curve line can be developed. Constrained for heteroge-
neous time sequence data correlation and the time dif-
ference problem, based on the theory of grey system,
fixed time determine the move sequence correlation, on
the basis of serial correlation, and then through the
curve line refining time function. When making correla-
tion judgment on heterogeneous data, on the one hand,
there is a deviation due to the sample correlation coef-
ficient and the overall correlation coefficient; it studies
the upper and lower bounds of the overall correlation
coefficient. On the other hand, in order to prevent the
two kinds of correlation mistakes, starting from the main
causes, the study of the characteristics of two kinds of
correlation error and corresponding correlation judg-
ment method is put forward. Applicable to the curve of
the heterogeneous data, line method is also applicable
to homogeneous data, but what applies to homogeneous
data (such as AISE) does not apply to heterogeneous
data (dimension is not unified, and negative correlation,
etc.). Therefore, the maximum correlation coefficient
(absolute value) curve standard mainly based on the
characteristics of heterogeneous data is put forward, and
the GQS algorithm is applied for the solution.

Basic concept. Grey Theory Class Set. Custom-
er confidence in businesses depends on many factors,
“complete trust”, “somewhat trust”, “general trust”
and “distrust” and other information can exactly de-
scribe the state. Therefore, we introduce a grey ele-
ment, the concept of grey number, ash content and
ash. Ash element refers to the incomplete information
elements, grey number refers to the volume of incom-
plete information, grey variables refer to incomplete
information, and grey variables of a specific value con-
stitute a grey class. For example, users who evaluate
the quality of products constitute a grey element;
product quality assessment values, such as about 0.40
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points, constitutes a grey number. All the sets of gray
classes are called grey class set, noted as G = {g, |k =1,
2, ..., r}, in which g, is the k-th grey class.

For example, assume that the product quality is the
grey variable, which can be “good”, “general” and
“poor”, etc. Let the grey class set G' = {g), &, &3},
which, respectively, represents the first, second, third
class, in turn, showing good, general, poor product
quality in turn.

Grey class whitening function, weight matrix.
Let us set clustering entity set D = {d)|i =1, 2, ..., m},
the key attributes 4 = {a,|h =1, 2, ..., e}, grey class set
G=1{glk=1,2,..,r}, T(a,) represents the entity d,’s
key attribute a,’s score value, the monotonic function
Jur 1s defined as the grey class whitening function, as
shown in Fig. 1, E(\,, 1) is the turning point,
Ju(TAa,)) = 0.81 represents the rating value. 7T(a,,)
belongs to grey class with the possibility of 0.81.

Weight matrix is defined as W, as shown in Fig. 2,
the matrix elements

Wk: 7\.;,/(/(7\,1k+ 7\‘2k+ ot }\‘hk-"— ot 7\‘8k);

J:

1<i<m, 1£h<e, 1<k<r
w, W, -~ Wy - w,
Wy Wy = Wy - W,

W =
Wy Wy o Wy - Wy,
wel weZ wek wer

Clustering vector. W represents the weight ma-
trix, the whitening matrix of the entity d; is F;, F; and
W are noted as column matrix respectively

Tre()A T:(a ) belongs to gray level &

- X

|
0b Ti(a) Ak 1b,

Fig. 1. Grey class whitening function
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Fig. 2. Overall Correlation Coefficient Bounds
(significance level o. = 0.05)
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The clustering vector of the entity d; is defined as o,
s Ojp) =

= (0 X B, 0 X Py ey 0 X By ooy A X By,
in which
Ok = 04 X B = (fi(T(a), fu(TAa2), ..., fu T ap)), -5
Jol(THa,)) X (Wi Wopes oo sWpes ey Wep),  k=1,2,..., 7.

Curve alignment relevant mining method. As in
the solution for the actual problem, only sample data
can be obtained. When using the sample, the overall
estimation may be biased, as a result, this paper uses
the sample correlation coefficient to infer the overall
correlation coefficient with certain level of significance
on the boundary. At the same time, in order to prevent
the two types of error, this paper studies the correla-
tion coefficient of two kinds of error under the move
sequence characteristics to rule out two types of error
correlation accordingly. From the above two aspects,
the correlation determination method of the two sets
of time sequence data can be obtained.

Correlation determination to the related se-
quence with the time warping. In order to determine
the serial correlation, it is necessary to obtain the up-
per and lower bounds of the general correlation coef-
ficient. In this paper, through the two asymptotic dis-
tributions of the sample correlation coefficients, the
upper and lower bounds of the overall correlation co-
efficient at a certain significance level are obtained,
and combined with the characteristics of the correla-
tion errors of the first type, the method of the correla-
tion determination of the correlated sequence with the
time warping is achieved.

Bounds of the correlation coefficient. Pearson
correlation coefficient is the most commonly used
when measuring serial correlation measure. If there are
two sets of corresponding data {(x;, y,),i=1, 2,..., n} (n
is the quantity of the samples) which is from the bivari-
ate normal overall sample (x, y) ~ N(y, Ky, G;’Gi’p)’
the sample correlation coefficient is as follows

6;=(Gi1, Gi2s -5 Oifes -+~

n

R 2(x,=%)(»,-¥)

pX.Y)=—H =

Sto-3 3050

i=1 i=1

DORVEDRIW)
i=1

i=1 i=1

(1)
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In which, X, y are the sample mean of X, Y re-
spectively.

Sample correlation coefficient ﬁ(X Y ) can be
used as the correlation coefficient p of two normal
population (X, Y) of unbiased estimator and consis-
tent, but the correlation coefficient has an obvious
shortcoming, namely the degree that it is close to 1 is
related to the number of # sets of data, it is easy to send
a kind of illusion. When # is small, the absolute value
of the correlation coefficient of some samples is close
to 1, and when #n = 2, the absolute value of correlation
coefficient is 1. When # is bigger, the absolute value of
correlation coefficient is smaller. There are many
scholars who have obtained the distribution results
about the sample correlation coefficient, sample size
and bivariate normal of overall correlation coefficient.

For binary normal population (X, Y) and under the
assumption p = 0, the following distribution is ob-
tained

N2 t(n-2). )

When p = p,, Fisher gives a relatively complexﬁ
probability density function, after proper transform,
the asymptotic distribution can be obtained

o(p)-o(p)"
Z:()ANN(OJ), (3)
2yn-3

1+
where ¢(x) =lnﬁ. When the sample size is large,

the overall correlation coefficient can be estimated
from the sample correlation coefficient.

The literature proves that in binary normal popula-
tion, the extraction of # samples and the asymptotic
distribution can be obtained.

Jn(p-p) "~ N0 1-p))
Jalpo) @

_TFET_NNmU

This paper has estimated the overall correlation co-
efficient based on the above two asymptotic distribu-
tions.

As the ¢(x) in Formula (3) is monotonically in-
creasing, it can be known that:

- When p=p

P{pS(p"{(p(f))+2zla- n—3}}:l—a. (5)

- When psﬁ

P{pZ(p'{(p(f))—Zzla- n—3}}=1—a, (6)

2

that is
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e’ -1
e* +1
standard normal distribution, namely, P(x < Z,) = a;
Random variable x ~ N(0, 1).

In this paper, on the basis of Formula (4) further
inference of the bounds of the overall correlation coef-
ficient can be obtained, namely:

in which, ¢”'(x)=In ; Z, is the a quantile of

- When p=p
—\/;—\/n+4\/;z L ptaz’,
-2 -4
P 2 2 <p<
2117%
(7)
—\/;+\/n+4«/;z L P+,
-4 -4
< 5 2 2i=1-a.
2,
2
- When p<p
x/;—\/n—4\/;z o PHAZ,
-4 _a
P 2 2 <p<
2z17%
(@)
\/;+\/n—4x/2z L Ptz
-4 -4
< 2 2i=1-a.

2z

-
2

Integrate Formulas (5—8), when a = 0.05, the ap-
proximation can be obtained:

- When p2p
inf p=max _f_“nzgﬁ'p+l6,ﬁ,—l )

Sup p=

a=0.05

_Jn-Jn+8/n-o+ R (10)
:min{ n n48\/—p 16,({)“[@(p)+4ﬁ],1}.

- When p<p

Jn—\n-8Jn-p+16
4

inf p=max T (11)

iy o [(p(?’)— Nﬁ},_l
J;.FW 0.1

Pl (12)

sup p=min
0=0.05 4

Fig. 2 provides the upper and lower bounds of the
general correlation coefficient under different sample
size and sample correlation coefficient. As can be seen
from the figure, in this paper, the upper and lower
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bounds of the curve provided are of the following fea-
tures:

1. The larger the sample size is, the more compact
the upper and lower bounds are.

2. With the same sample size, the upper and lower
curve centres are in symmetry.

3. The larger the absolute value of the correlation
coefficient is, the more compact the upper and lower
bounds are.

The above features can easily be proved by formu-
las (9—12).

Correlation determination method. For the
convenience of the description of the relevant charac-
teristics of the sequence, the definition of the time
shift sequence (time-lag series) is first given.

Assume two sequences (X, Y) ={(x;, ), i=1,2,...,
n}, the following time shift sequences are defined

(X,,Y,H,,)={(xi,y,+m),i=1,2,...,n—m},
1<m<n,meN";
(X,,Y,_,,,)={(xi,yi_m),i=m+1,2,...,n},

I<m<n,meN".

(13)

On the first type of regression errors, start the con-
sideration of the initial sequence directly, and their rel-
evance must be relatively small. If considering the
moving time sequence correlation, there must be
my(1 <|my| < n, |my| € N*¥), which makes the correla-
tion coefficient relatively large.

The resulting time sequence correlation methods
are: the sequence correlation coefficient changes with
m, and achieves the maximum at m,, namely, the

graph p= ﬁ(m) presents obvious convex phenomenon,
according to the formulas (9—12) it can estimate the
range of overall correlation coefficient. If |p(mg)| > p
(i.e., more than the given threshold value, such as
0.6), it is believed that the time shift sequence

(X ,,YH,,,O) has correlation, and the curve alignment
and regression analysis, etc. can be conducted.

Curve alignment method based on grey theory.
According to the correlation coefficient analysis of the
time-lag series, we can determine whether there is cor-
relation existing between the series. In the presence of
correlation between two series but with the time bias,
through the curve alignment method, they can be
aligned so as to eliminate the difference on the phase
time axis. For heterogeneous data, when AISE criteri-
on is used, the result will change with the dimensional
change and, therefore, it is necessary to propose a di-
mensionless criterion to align the heterogeneous data.

Curve alignment method based on grey theory.
Pearson correlation coefficient is actually a dimen-
sionless measure, with the inner product to represent
the connectivity of the continuity function, at the
same time, to achieve the inner product value in line
with the norm,; it is then divided by two functions of
the norm. The alignment criteria of curves composed
of heterogeneous data, in fact, can be constructed
through the function correlation coefficient
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lx: (s)x, (s)ds
I a [ o

max ‘p (7 x, )‘ =max
Ho )

> (14)

where x| (f)=x[A(t)] represents the function after
alignment. As the representation is too complicated,
this paper gives the corresponding discretization state.

Let us assume that the two functional data x,(#) and
Xx,(?) at the sampling time point 7= (¢, t,, ..., £,) have
the sample sequence

x((T) = [x(t)), x,(8y), .., x1(Z,)],
and

X(T) = [x5(1)), X5(8), ..., X2(2,)],

the alignment of function x;(¢) in contrast to curve
Xx,(?) is to be performed.

Let A = (8, 0,,..., 8,) be the offset of x,(7) at the
time point 7 relative to x,(7), namely, the time curve
function shall meet A(7T) = T + A, then the temporal
samples are transformed into x;(7 + A) = [x,(¢;, +
+9),..., x1(¢, + §,)] after alignment, the two groups of
functional data sequence of samples will have high
correlation. The curve alignment problem can be con-
verted into solving the following

mAax‘p[x1 (T+A)x, (T)]‘ (15)

General time warping function features the consis-
tent monotonicity, namely, to meet #,_; +0,_; <%+ 9, <
<t;.1+9;,,. However, the offset vector which is chaotic
at bending function does not meet the same time and

will make bndl =t +8) -1, bndr,=t,, +8;, 1,

i+l il

8% represents the value of 8, at the k-th iteration. In

specific implementation, the search interval of 5,’.”' can
be narrowed down as the closed interval
[ bndl, + p-(bndr, - bndl,), bndr, - p-(bndr, — bndl,) ],
in which, p is the constant within (0.05).

Finally, the problem of curve alignment is trans-
formed into solving the following constrained optimi-
zation problem

A :argmAax‘p[xl (T+A),x, (T)]
bndl, + p-(bndr,—bndl,), |- (16)

st.9, €
bndr, - p-(bndr, - bndl,)

At last, the time offset vector A* is transformed into
functional form, and the time offset function d(7) is
obtained, the corresponding time for bending function
ish(®)=d() +1t.

Model solution — gqs algorithm. When Param-
eter has high dimension, it is hard to solve the maximi-
zation problem of function Q. In order to overcome
this problem, in this paper, the problem of the objec-
tive functionis taken as function Q (i.e., the expecta-
tion of the logarithm likelihood function in the EM
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algorithm), the extended EM algorithm (generalized
maximum expectation maximization algorithm
(GEM)) is applied to solve the problem. Due to the
good time-smoothness of the time warping function,
every time the update on A" is performed, spline
smoothing is performed on P for one time, thus the
smoothness of the time difference vector can be in-
creased, but the spline has regular term, which can
prevent the problem of time difference function insta-
bility caused by overoptimization. Therefore, the
smooth generalized expectation maximization method
(S-GEM) for solving the model is obtained. The solv-
ing steps are as follows:

Input: Two sets of correlated time sequence data
TS| and T, with the time warping on time 7} = (¢,
102, -+ Lom);

Step I: Initialization time vector A, = zeros(1, n),
error tolerance for iteration is eps.

Step 2: Time sequence data functions 7.5, 7S, can
be converted into function type data x,;(7) and x,(?),
take n points 7' = (¢, t,,..., t,) in T}, uniformly, the
smooth sequence {x;(#,)} and {x,(#,)} (i=1,2,..., n) can
be obtained, in which 7, = 1, 7, = t,,,,.

Step 3: Using generalized expectation maximiza-
tion for the time difference vector. Record the k-th it-
eration time difference vector as A* = 8{‘,6'2‘,...,6';),
perform n — 2 times of conditional maximization (as-
suming starting point without time difference, namely
8 =8 =0), A" = (8{‘”,8’2‘”,...,8:“) can be obtained.

Step 4: Smooth processing of the time difference
vector: Using P spline function fitting on sequences
A** 1 of function d* * (), and use the fitting value to
replace the original value, namely: A**!'=d**1(¢,) i=1,
2,...,n.

Step 5: Repeat Step 3 and Step 4 until convergence
(A%~ A < eps).

Output: Time difference function d(¢) = d%(¢) or
time warping function (|A**! — A,| < eps).

Similar to many functional data mining methods,
the proposed algorithm can deal with large volume of
data line problems, even if there is missing data or ab-
normal data, the current information can still be fully
used; in addition, through smooth processing, the al-
gorithm can quickly converge to the extreme. It is im-
portant that the running time or time complexity of
the algorithm mainly depends on the number of sam-
pling, and has nothing to do with the number of the
original sample. GQS algorithm complexity analysis is
shown in Table 1, where m is the initial sample size, n
is the uniform sampling volume, d is functional order
(highest number minus 1), fi is the condition of max-
imizing the average time complexity in Step 3, k is the
total number of iterations. As fin and k is related to the
accuracy, parameters, and the problem itself, it is set
out separately. P spline is applied when the data is
functional or smooth, and the most complicated part
in the coefficient vector estimation of the spline func-
tion obtains the inversion in the spline basis function
matrix, and the time complexity and space complexity
are 3 and 2 times of the number of the base function,
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Table 1

GQS Algorithm Complexity Analysis

Steps Time complexity Space complexity

Step 1 O(n) O(n)

Step 2 Function: O[(m + d — 2)7] Function: O[(m + d — 2)?]
P Value: O(nd?) Value: O(n)

Step 3 O[n x fin] O(n)

Step 4 Smooth: O[(m + d - 2)?] Smooth: O[(m + d - 2)?
P Value: O(nd?) Value: O(n)

Overall Ol(m+d-2)°+k((n+d-2)>+nxfin)] Ol(m+d-2)*+(n+d-2)*

respectively. In general, 72° is a limited amount of cal-
culation, relative to the iterative process it can be left
out; when d takes smaller values, in the experiment of
this paper, d = 4, at this point the time complexity and
space complexity of the algorithm is O[k(#n> + n x fin)]
and O[m? + n?] respectively.

Experimental result and analysis. This paper
has validated the proposed correlation determination
method and the curve alignment method based on the
simulated data. And the sensitivity of the parameters is
compared with the existing methods for the time warp-
ing data collected by the curve alignment method and
analytical method as well.

Time warping sequence correlation determi-
nation experiment. Sclect the Sinc function
Sinc (x) = sinnx/nx, § € [-6, 6] with volatility as the
research object for the correlation of simulation data,
and make the following two time functions: d,(¢) =
=0.0172-0.36, d*(?) = 0.005#(¢ — 6)(¢ + 6). In both cas-
es, the trend of variation with the standard Sinc func-
tion and the time shift sequence correlation coefficient
are shown in Fig. 4.

As it can be seen from Fig. 3, b: when two sequence
correlation coefficient curve is on the convex, and the
bounds of the two correlation coefficients are [0.991,
0.996] and [0.914, 0.962] respectively. Thus, it can be
determined that based on the sequence correlation be-
tween the two groups d,(7) and d,(¢), with the standard
Sinc function sequence, the average amount of lag is 0
and 3, respectively.

Curve alignment experiment. This section main-
ly tests on the GQS algorithm performance, and makes
comparison with the classical CMRM algorithm,
maximum likelihood registration (hereinafter referred
to as MLR) and the self-modelling registration (re-
ferred to as SMR) are compared. To be fair, the results
of CMRM algorithm and MLR are 5 times the average
results of operation. The experimental machine is con-
figured as the following: Intel quad-core CPU (fre-
quency of 2.83 GHz), 3G memory.

Align the Sinc function containing noise with the
time difference functions d,(¥) = 0.01#2 — 0.36 and
d,(1) =0.005#(¢ — 6)(¢ + 6) with the standard Sinc func-
tion curve. And the trend of variation with the stan-
dard Sinc function and the time-lag series correlation
coefficient is shown in Fig. 4.
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As shown in Fig. 4: For the time difference func-
tion, MLR alignment effect is poorer, the other three
kinds are close to the actual value; for the time differ-
ence function, the MLR and CMRM alignment effect
is poorer, SMR and S-GEM are very close to the time
difference function.

Tables 2—5 are the alignment results of the Sinc
function, respectively, using CMRM, MLR, SMR,
S-GEM under two kinds of time functions.

As can be seen from Table 5, GQS algorithm ac-
curacy is closely related to the sampling points, and for
more complicated time function, it requires more
sampling points; the run time of GQS algorithm
changes mainly with the increase of the sampling
points.

It can be seen from the results of the comparison of
Tables 2—5: when time difference function is d,(?),

— dw=0
0.8/ —— d(t)=d, ()
| —— d(t)=d,(t)

—— d(t)
—H— dy(1)

Time shifted sequence
correlation coefficient

-10 -6 -2 2 6 10
Time shifting variable m

b

Fig. 3. Sinc Function and Time Shift Sequence
Correlation Coelfficient Variation Diagram
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0.40 Table 4
0.35
0.30 Sinc Function SMR Alignment Results
0.25 _ P .
0.20 g arameter 3
2 ) =
giz Time = g N - 2 g
0.05 difference “é‘ E |85 28 g S g RMSE
el function G 2 § £ § = g S
0.00 % Z. 8 z LS 2 g
w s M
4 d\(1) 1 4 7 549 | 0.0606
2 3 8 6.87 0.0118
3 3 8 6.05 0.0133
4 4 7 5.65 0.0632
5 3 7 6.27 0.0512
Mean 34 7.4 6.06 0.0400
dy(?) 1 4 12 21.99 | 0.0208
2 4 11 25.10 | 0.0474
3 5 13 24.56 | 0.0674
4 4 12 23.82 | 0.0611
5 4 15 23.00 | 0.0888
Mean | 42 | 12.6 | 23.69 | 0.0571
b
Fig. 4. Results of 4 Methods of Alignment Table 5
. o Sinc Function GQS Algorithm Alignment Results
CMRM has the highest precision, but also the lowest
efficiency; SMR and S-GEM’s accuracy and efficien- w | e =
cy are about the same, but the SMR results are not as Time difference g8 | £ ; ez
stable as S-GEM; the precision of MLR is the worst, function § 5 g 5 Z % RMSE
and the efficiency is not high; when time difference =35 | &< =
function takes d,(7), the precision of SMR and S-GEM ©
is relatively high, but the SMR efficiency is far worse d(?) 0.01 10 0.15 0.2618
than S-GEM, but not as stable as S-GEM. 30 4.29 0.0293
The above experiments show that, when the time 28 1767562 88};2
diffi function is simple, th isi fCMRM : :
ifference function is simple, the precision o , 100 25.47 0.0169
0.05 10 1.13 0.0835
Table 2 30 3.2 0.0180
Sinc Function CMRM Alignment Results Rl A T I
(mean of 5 Times) 100 | 2487 | 0.0245
Time difference function | Run duration (s) | RMSE 0.1 10 0.15 0.2618
30 3.13 0.0301
d(1) 20.32 0.0038 50 733 | 0.0191
dy(9) 30.74 0.0891 80 15.19 0.0232
100 19.72 0.0298
Table 5 GO i | ooss
Sinc Function MLR Alignment Results 50 3.04 0.0297
(mean of 5 times) 80 16.61 | 0.0269
100 27.82 0.0340
Parameter
0.05 10 0.15 0.2969
Time 5 | . & 30 4.09 0.0337
. 2 Run
difference | 2 © E 3£ X RMSE 50 8.15 0.0224
function | S5 | $E§ | drion® 80 | 1678 | 0.0261
g | == < 100 22.75 0.0288
() 0.1 50 1460 | 0.1086 0.1 ;g 25 8'32%
0.1 100 22.24 0.1462 50 7'09 0'0324
dy(1) 0.1 50 14.51 0.1504 80 14.73 0.0265
0.1 100 21.83 0.1337 100 20.60 0.0374
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SMR and S-GEM is all relatively higher, but the effect
of CMRM is relatively poor; when the time difference
function is relatively complicated, the alignment re-
sults of SMR and S-GEM are good, but S-GEM is
better in the efficiency and stability.

In conclusion, it is noteworthy that in the align-
ment of the leading index contrast consistent process,
compared with CMRM, SMR and MLR, GQS algo-
rithm is superior in alignment effect (the correlation
coefficient and intuitive graphics) to the other meth-
ods, and the computation efficiency is higher than
CMRM and SMR.

Summary and outlook. At a certain significance
level, this paper has proposed that the upper and lower
bounds of the overall correlation coefficient shall be
applied to determine the correlation; there are multi-
ple causes of spurious regression problem, at present a
strict and accurate identification method has not yet
been identified. For the correlation error, this paper
can determine its correlation from the characteristics
of the relevant coefficient of the grey theory time shift
sequence. For the relevant sequences with time warp-
ing, the maximum model based on the grey theory
correlation coefficient and the improved algorithm is
established, with the applicable scope wider than the
AISE standards. The experimental results show that
the correlation determination method proposed in this
paper is more effective than Pearson linear correlation
coefficient, Spearman rank correlation coefficient,
Kendall rank correlation coefficient and the Granger
causality test. In most cases the proposed GQS algo-
rithm is superior to CMRM, SMR and MLR. This
paper has taken the double sequence linear correlation
issue and function type curve alignment method into
consideration, and the results can be used to provide
the theoretical basis for the correlation determination
of the regression analysis and the time alignment, and
can also offer the reference direction for the multiple
sequential correlation mining and curve alignment.
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Merta. I3 po3BUTKOM Tepenadi BEIUKUX 00’eMiB
JaHUX, iIHTEJIEKTYyaJbHUI aHali3 YyacOBUX PsIiB CTaB
BaXXJIMBOIO TEMOIO, 1110 MIPUBEPTAE 10 cede yBary cyc-
nibcTBa. Ha 0CHOBI Kopesidllii Ta CIiJIbHOCTI Yyaco-
BUX PSIiB, PO3IISIHYTA IIBHAKA MOIENb iHTEJICKTY-
aJIbHOTO aHAaJIi3y YaCOBUX ITOCTiIOBHOCTEI.

Metoauka. 3arpoIToHOBAaHO METOI BU3HAYCHHSI
KOpeJisiilii, 3aCHOBaHUM Ha O0COOJIMBOCTSIX BilIlOBia-
HOTo KoedillieHTa 3CYHYTOI YacOBOi MOCTiTOBHOCTI.
VY KiH1LIeBOMY paxXyHKY, 3allpOIIOHOBAaHa IIBUIKA MO-
JIeJIb iHTeJIEKTYyaJIbHOTO aHajli3y 4acCOBUX MOCJIiIOB-
HOCTEM, 3aCHOBaHa Ha Teopil Cipux CUCTEM.

PesynbraTii. Metomosioriss BUSHaU€HHSI KOpeJisi-
11ii, 3aIpoIroOHOBaHa B MaHiil poOOTi, € OiIbII edeK-
TUBHOIO0, Hi3K KoeilLlieHT JiHiitHOT Kopensii [Tipco-
Ha, KoedillieHT paHroBoi Kopesiilii CripMeHa, Koe-
diuieHT panrosoi Kopessilii Kennamra ta tect I'peH-
JKepa Ha IIPUIUHHICTD.

HaykoBa HoBu3Ha. Y poOOTi 3anporoHOBaHE
00’eTHaHHS IIBUIKOTO METONA BU3HAYEHHS KOPEJISLIil
MOCJIIOBHOCTEN i MeTOda BUPiBHIOBAHHSI MO KPUBIA.

IIpakTnyHa 3HaYuMmicTb. Pe3ynbraTu MOXYTb
3a0€3MeYnUTH TEOPEeTUIHY 0a3y ISl BU3HAYCHHS KO-
pensuii perpeciiiHoro aHaji3y Ta 4aCOBOI'O BUPiBHIO-
BaHHSI.

KmouoBi cioBa: meopis cipux cucmem, uacoge
BUPIBHIOBAHHS, KOPeAsaYis, 4aco8a NOCAI00BHICMb
JdaHux, iHmeAeKmyaibHUll AHani3 0AHUX, GUPIGHIO-
BAHHS NO KpUBIll, mecm Ha NPUUUHHICIMb
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Iean. C pazBuTveM TEXHOJIOTUM TTepeaayu 00b-
IMX 00bEeMOB, MHTCJUICKTYAJTBHBIM aHaIN3 BpeMcH-
HBIX PSIIOB CTaJl BAaXKHOM TeMoIf, KOTopasl TIpUBJIeKa-
eT K cebe BHUMaHue oObliectBeHHOocTU. Ha ocHoBa-
HUM KOPPEISIIIUM U OOITHOCTA BPEMEHHBIX DPSIIOB,
paccMoOTpeHa ObICTpasi MOIEIb MHTEIUIEKTYaJIbHOTO
aHaJM3a BPEeMEHHBIX MOCIEN0BaTEIbHOCTE.

Metonuka. IlpeanoxeH MeTon omnpeaeacHUs
KOppeIsIUui, OCHOBAaHHBIM Ha OCOOEHHOCTSIX COOT-
BETCTBYIOIIIEro KoaddureHTa CiBUHYTONH BpEeMeH-
HOI1 TTocJIenoBaTeIbHOCTH. B KoHeUHOM cueTe, Ipe-
JIOKeHa OBICTpasi MOEIb WHTEJUICKTYaJIbHOTO aHa-
JIN3a BPEMEHHBIX ITOCIIEIOBATEILHOCTE, OCHOBAH-
Has Ha TCOPUU CEPBIX CUCTEM.

PesynbraTel. MeTomonorust onpeneieHust Kop-
peaLnU, IPeMIOKeHHAS B JaHHOI paboTe, SIBJISIeT-
cd bosree appeKTUBHOM, YeM KO (PUILIMEHT JIMHEH -
HoMl koppensuuu IupcoHa, kodpGUIIMEHT paHTO-
Boii Koppensiuuu CrimpmeHa, Ko3(@UIMEeHT paHro-
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Boii koppemsimuu Kenmamna m tect I'peHmKepa Ha
MPUINHHOCTD.

Hayuynasa noBu3zHa. B padote npenjioxkeHo o0b-
eNMHEeHNe OBICTPOrO METOIA OTIPEHCICHIS KOPPEs-
1M IIOCIeNOBaTEIbHOCTEI 1 METOIA BEIPAaBHUBAHUS
IO KPUBOM.

IIpakTHyeckas 3HAYMMOCTD. Pe3yabTaTel MOTyT
o0ecrneunTh TeOpeTUUECKyIo 0a3y aJisi onpeaeaeHUs
KOppeJsMy perpecCMOHHOro aHajaru3a U BpeMeHHO-
ro BbIpaBHUBaHUSI.
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Purpose. With the growing demands of image processing on the Internet, image compression and encryption
have been playing an important role in image protection and transfering. In this paper we will investigate deep
learning technology in image compression, and chaotic logistic map in image encryption, to obtain a scheme in
image compression and encryption. We have evaluated this scheme with some performance measures and results
show it is effective.

Methodology. We formulate the scheme using deep learning and chaos. With the deep learning technology,
levels of features are extracted from an image and a certain level of features can be used as a compressed represen-
tation of the image. Chaos is used to encrypt the compressed image.

Findings. We first introduceda five-layer Stacked Auto-Encoder model, which is trained by the Back Pro-
pogration method, and then we obtained the compressed representation of an image. By using the logistic map
method, a pseudo-stochastic sequence is generated to encrypt the compressed image.

Originality. We conducted a study of image compression and encryption. Image characteristics are extracted
from an arbitrary level of our deep learning model, and they are used as the compressed representation of the im-
age. The research on this aspect has not been found at present.

Practical value. We have evaluated this scheme on several randomly selected images. And results show it is
robust and can be widely used for most images.

Keywords: stacked auto-encode, deep learning, image protection, image feature, image compression, im-
age encryption
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