EKOHOMIKA TA YNPABJIIHHA

YJIY4IIUTh METOMA OMOPHBIX BEKTOPOB (SVM), ocHoO-
BaHHBII Ha 3(G@deKTe IMPOTHO3ZUPOBAHUS MOICITN
paHHEeTro IMpeayIpeXIeHnsT (GMHAHCOBOTO KpHU3Hca.

Metomuka. C y9eTOM YCOBEPIICHCTBOBAHHOTO
coco6a GYHKIINU sIapa, SKCIIOPTUPYEMO puMaHO-
BOIA T€OMETPUUYECKOM CTPYKTYpOM, MOCTPOEHA CHU-
cTeMa paHHero MpeaynpexkacHus (MHAHCOBOTO KpH-
31ca Ha OCHOBe ajroputMa SVM.

PesynbraTsl. YiaydiieHHas moaeiab SVM no3Bo-
JisieT 3¢ (EeKTUBHO YMEHbIIATh YMCJIO OMOPHBIX BEK-
TOPOB TaK, YTOOBI MOIEITb MMeEJIa JIYUIIYIO CITOCO0-
HOCTb K 000011eHUI0, obecrnieunBaja 0oJjiee TOUHYIO
KJ1accu(UKAaLMIO 111 HEU3BECTHBIX 00pa31oB. Yiayu-
meHHass Momeib SVM moBBICHIIa TOYHOCTh KJTACCH-
duKamy WIS TepBOHAYAILHOTO O0YUYEeHUST U TECTH-
pPOBaHUS BBIOOPKMN.

Hayuynas noBusHa. [IpoBeneH KOHKpPETHbBI aHa-
JIN3 YCOBEPIIEHCTBOBAHHOIO aJropuT™Ma st (hyHK-
MM sIpa Ha OCHOBE MHMOPMAIIMOHHBIX TaHHBIX, B
COOTBETCTBUU C YPOBHEM MAacCIITaOUPOBAaHUSI WMH-
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Purpose. Market prediction refers to prediction of internal rules and future development trends of various
market indexes and factors based on exploration and in-depth research of various factors influencing market de-
mand and supply changes through scientific theories and systematic model algorithms. This paper analyses opti-
mization results of the traditional prediction algorithms and the intelligent prediction algorithms.

Methodology. In order to analyse differences between the results obtained by prediction algorithms and prac-
tical situations, it is necessary to unify the model analysis parameters. The model predicting the grey system is
applicable to predicting situations with an index variation trend. The time sequence model is suitable to data with

certain trend and periodical changes.

Findings. It has been found that the neural network and model and the support vector model have no require-
ments of data, so they are suitable to any situations. And when the market demand changes show index changes,
the dynamic pricing and inventory control optimization model based on the grey prediction model is of vital guid-

ing significance towards planning of commodity sales.

Orriginality. Through simulation, the predicted value of models is close to the final optimization target earnings.
Practical value. The following fact has been also considered: when market demand changes tend to show
index changes, the dynamic pricing and inventory control optimization model based on the grey prediction mod-

el can guide the planning of commodity sales.

Keywords: grey model, self-adaptive optimization, model prediction, specific power function

Introduction. Market prediction refers to predic-
tion of internal rules and future development trends of
various market indexes and factors based on explora-
tion and in-depth research of various factors influenc-
ing market demand and supply changes through scien-
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tific theories and systematic model algorithms [1].
Based on the rules of market supply and demand
changes, it provides reliable guidance and bases for
operation decision-making of enterprises. Prediction
can help improve the scientific level of management
and reduce the blindness of decision-making. There-
fore, the purpose of market prediction is actually to
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reduce future uncertainties and potential risks, and fa-
cilitate realization of decision-making goals based on
prediction of economic development or relevant trend
of future market changes. Below is the classification of
market prediction and prediction content.

The paper focuses on analysing optimization re-
sults of the traditional prediction algorithm and the
intelligent prediction algorithm. In order to analyse
differences between the results obtained by prediction
algorithms and practical situations, model analysis pa-
rameters should be unified. As to the prediction of the
grey system, the prediction model is applicable to pre-
dicting data showing trend of index changes; while the
time sequence model is suitable to predicting data with
certain trend and periodical changes. To the neural
network model and the support vector model, there
are no requirements of data. In other words, the neural
network model and the support vector model are ap-
plicable to any situation.

Design of model analysis methods. Model anal-
ysis steps designed in this paper are as follows:

Step 1: to unify relevant parameters for the model
simulation according to characteristics of various
models. Refer to Table 1 below for practical data anal-
ysed by the grey prediction model. We use data in Ta-
ble 2 for simulation analysis of the time sequence
model, the neural network model and the support vec-
tor model. The model adopts the specific power de-
mand function.

Step 2:to adopt the data in the previous eight peri-
ods as the input value of various prediction models for
training and to adopt the data of the remaining four
periods as the predicted value.

Step 3:to adopt the practical value of 12 periods as
the input data of the dynamic pricing and inventory
joint model, and to obtain optimization results of ac-
tual data in every period.

Step 4:to combine various market index data in the
remaining four periods obtained by each prediction

Table 1
Simulation analysis of practical data based on the grey
model
< b5 E - ‘? E*C: 2 6
= % S 33 Sz
S Z £ 33 EE 58
= ) o = > o
o
1 9700 3.1 10.7 0.83
2 9900 3 10.8 0.84
3 10100 3 11 0.85
4 10150 2.95 11.2 0.86
5 10200 2.9 11.3 0.87
6 10250 2.83 11.28 0.91
7 10300 2.8 11.4 0.92
8 10350 2.78 11.43 0.91
9 10380 2.73 11.47 0.93
10 10430 2.71 11.5 0.91
11 10500 2.65 11.6 0.93
12 10600 2.55 11.76 0.95
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Table 2

Simulation analysis of practical data
based on the time sequence model, the neural
network model and the support vector model

Period | Consumer | Interest | Commodity Period
(t) |income (m) | rate (r) | order price (po,) (t)
1 9700 3.1 10.7 0.83
2 9900 3.08 10.8 0.84
3 9800 3.05 10.9 0.85
4 9450 2.95 10.5 0.84
5 9600 2.9 10.3 0.82
6 9850 2.93 10.38 0.85
7 9630 3.04 10.4 0.86
8 9550 3.08 10.53 0.82
9 9480 3.13 10.6 0.81
10 9630 3.02 10.5 0.82
11 9600 3.05 10.6 0.81
12 9500 3.05 10.62 0.82

model and the actual value of previous eight periods as
the input data of the dynamic pricing and inventory
joint model to obtain optimization results of the pre-
diction data in every period.

Step 5: to analyse and compare optimization re-
sults of various prediction models and actual data, and
assess advantages and disadvantages of each prediction
system.

Self-adaptive optimized market modelling and
prediction based on grey model. Since historical
data are hard to collect, modelling based on a small
number of data can reflect the role of recent data better
[2—3]. Besides, impacted by various unpredictable
factors, market indexes show huge fluctuations. It is
hard to build a model based on the original data. The
modelling based on the grey system does not rely on
the original data but on the grey modules generated af-
ter accumulation. This can greatly weaken the ran-
domness of data and enhance regularity. Moreover,
the grey system theory combines qualitative analysis
and quantitative analysis. In other words, during the
modelling process, a whitening processing is conduct-
ed to confirm the system scope, the system elements
and behaviours and relationship. In this way, the target
system turns from a grey one to a white one. During
the process, not only the mathematical model of mod-
ern control theories, but also experiential judgement,
qualitative and quantitative analysis are combined to
explore different relationships among various system
factors. In this way, a modelling process from qualita-
tive orientation towards quantitative orientation, from
being rough to being refined and from being grey to
being white comes into being. In other words, based on
the “generated column” obtained through accumula-
tion of a group of time sequence information, the au-
thor conducts differential fitting and modelling of
“generated columns” with weakened randomness and
strengthened regularity obtained through accumula-
tion.

This paper adopts the grey prediction model to
study the changing trend of market demand indexes
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based on the following hypotheses: 1) the grey predic-
tion model calls for a small number of data; 2) various
index data of the future market mostly show progres-
sive changes; 3) the grey prediction model has an edge
in terms of predicting short-term land demands.

The model, GM (1, 1), for grey prediction is based
on the random original time sequence. The rules of
the new time sequence formed after accumulation can
use the linear first-order differential equation to get
the closest simulation. The approximate curve can be
adopted as the model [4—5]. At last, the predicted val-
ue of the model undergoes one inverse accumulated
generating operation so as to predict the system. Below
are steps to build the model, GM (1, 1):

1. Data pre-treatment.

Let us assume the original data column as

xV (@)= {Zx‘o)(j)|i = 1,2,...,n}.
Jj=1
The column generated through accumulation
x"(i)= {2x‘°’(j)|i = 1,2,...,n}.
Jj=1

In order to revert the accumulated data column
into the original one, it is necessary to conduct sub-
traction-based generation, which refers to subtraction
results between the former column and the latter col-
umn. (See Eq. 1 below)

AxD() = xD(i) - xV@ - 1) =xO%). (1)

Where, i=1, 2, ..., I, x©(0) = 0. The column gener-
ated weakens the randomness and instability of the
original data column and increases its regularity. We
conduct the index rule test and the smoothness test of
x©@ and x(V, respectively:

class-compare

L xV0)
o= 61
smooth ratio
N x© @)
p(l)_ x(l)(l'_l)’ (2)

When i > 3, if p(/) < 0.5 and o(7) < 2, the data meets
the smoothness conditions and the index rules. After
that, GM(1, 1) of x(V’ can be built.

2. Modelling principle.

Provide the observation data column

X0 = (xO(1), XO), ..., xO(n)}. )
After one accumulation,
xD = {xD(1), xD(2), ..., x(1)(n)}. C))

We assume that x(! meets the first-order differen-
tial equation
0
X
—tax" =u. (5)

dt
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Where a stands for the constant coefficient which is
called the development grey number; u stands for the
internal control grey number, which is a common fixed
input of the system; the first “1” stands for the number
of order and the second “1” stands for the number of
variables. The equation meets the following initial
condition:

when 7 = 7,, the solution of xV(¥) = x((z,) is

x(r) = [x“)(to)—z}e“(”“ +Z
a a

The discrete value (7, = 1) based on the equal inter-
val sampling is

xO(k +1) =[x(”(1)—z}e”k +2.
a a

The grey modelling method is to obtain an accu-
mulation column through one accumulation. The
least square method is used to calculate constants, a
and u, in Eq. (5).

Let us adopt x‘V(1) as the initial value, and put
x(2), xY(3), ..., x!D(n) into Eq. (5), respectively. Re-
place the difference with the differential. Through the
equal interval sampling, A(¥) = (#+ 1) —7=1, and

(1)
Axm(z-) =@ =x"Q)-x" () =x"(2).
Similarly
(O] 1)
A D) _ o), Ao,
At At

Therefore, according to Eq. (2—5), there is

x22)+axVQ)=u
x3)+axVB)=u

xm)+axV(n)=u

Let us put axV(i) to the right and write it in the dot
product form of the vector

} : (6)

x<°>(n>=[—x“>(n>,11{“}
u

x<°><2)=[—x<“(2>,11{

T [ T o

x?(3)= [—X‘”(3),1]{

(O]

Since refers to the value of two moments ac-

cumulated to xV(1), it is more feasible for x'(i) to be
replaced by the mean value of the previous moment
and the next moment. Replace x(i) with

%[x(i) O +xV@(-D],(i=2,3,...,n).

149




EKOHOMIKA TA YNPABJIIHHA

Rewrite Eq. (6) into the following matrix expres-
sion

oo @00
X

x“’i(3) _ ‘%[X“)(3)+.x‘”(2)] 1{2} )

x©(n)

—%[x(”(n) +xPm-D] 1

y=(x93), x003),..., xOn))";

—%[x“><2>+x<”(1>1 1

1 1 1
B —E[x()(3)+x‘)(2)] a U={a}‘

—%[x“)(n) +xPm-1D] 1

The expression of Eq. (7) is shown below
y=BU. (®)
Therefore, the least square estimation of Eq. (8) is
77 a T p\-1 pT
U=H=(B B)'B'y. ©)
u

We put the estimated value, @ and # into Eq. (8)
to obtain the time response equation

~

Xk +1) :{x‘“(l)—g:le_ak +=(10)
a a

~(1)
Whenk=1,2,...,n—1,itcanbeseenthat X (k+1)
is a fitted value according to Eq. 10. When k£ > n,

)Ac(l)(k +1) is a predicted value. )Ac(l)(k +1) is the fitted
value of x(V. Let us use the subtraction generation to
revert xX'). When k =1, 2, ..., n — 1, the fitted value of
the original column, x¥, can be obtained, which is

)AC(O)(k +1); when k > n, the predicted value of the orig-

inalsequence, x(*), canbe obtained, which is 5 (k+1).

Based on the above calculation method, the pre-
dicted value at the position of “Ak + 1’ can be obtained,
which is

Xk +1)=x"k +1)- 3" (k).

The residual error, correlation degree and post-er-
ror test are adopted to guarantee the accuracy and reli-
ability of the model. After testing, if the model is still
not accurate enough, the calibration and optimization
test is required [6—8].

3. Accuracy test.

1. Residual examination (Below is the calculation
method):

residual error

150

eV (k)=xVk)-x"(k), k=23,...n;

relative residual error

e(k) =[x (k) = 2V ()1 xOK), k=23,...n.

Let us calculate the absolute error of the corre-
sponding percentage
1 n
MAPE =——
n-1;=

Generally speaking, if MAPE < 10 % and the error
of the original point is smaller than 2 %, it can be
thought that the accuracy requirement is met.

2. Correlation degree test (Below is the calculation
method)

S(())(k)‘

_ min{e” (k)} +Emax{e (k)}

ne) e (k)+pmax{e” (k)}

Where, & stands for the resolution ratio, which is
generally set to be “0”; the correlation degree is
| .
r :—Zn(l). When £ = 0.5 and 7> 0.6, the prediction
no

accuracy is met.
3. Post-error test (Below is the calculation method):
Mean value of x©

X= le“’)(k).
=

Variance of x¥

S]

lew (k)-X),
[y
Mean value of the residual error

E= L e (k).
n-1:5

Variance of the residual error

_ L" (0) .
Sz—\/n 1Z[e (k)-E).

T lk=2

Specific value of the post-error

c=51
S

Probability of the small error
P= P{|s‘°>(k) — E|<0.67455, }

Generally speaking, the value of C should be small
enough even if the original data have no rules to follow
[9—10]. In this way, the error scope of the predicted
value will not be too huge. The prediction results by
the model can be judged by the value of o, C and P.
The larger the value of a and C'is, the better; while the
smaller the value of P is, the better. Generally speak-
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ing, the corresponding accuracy of P and C is shown
in Table 3. After the model is built, it can be tested. If
the verification results are not qualified, the model
built this way should be improved so as to improve its
accuracy.

Based on summary of the above discussion, the
major modelling steps for GM(1, 1) are shown below:

Step 1: we assume that the original data column
constitutes x(¥ (Eq. 3) and conducts an accumulation
of the column to obtain x" (Eq. 4).

Step 2: we build the matrix form like Eq. (7) and
obtain the corresponding B and y.

Step 3: we work out the inverse matrix of (B7B)~\.

Step 4: we work out the estimated value, @ and u,
according to Eq. (9).

Step 5: we work out X3 according to Eq. (10),
and use the subtraction generation for restoration,
namely

xXOW)=x(@)-x"@-1), i=23,...n.

Step 6: Accuracy test and prediction.

We put the data of Table 1 into GM (1, 1) above,
and predict the future market indexes. The prediction
results, the prediction accuracy indexes and the com-
parison results of the model are shown in Table 4, Ta-
ble 5 and Figure, respectively.

We put the predicted data obtained through the
original actual data and the grey prediction model,
namely the actual data in Table 1 and the predicted
data in Table 4, into the optimization model of the
specific power demand function for solution. The op-

Table 3
Reference table of the accuracy test grade
Indexes Relative | Specific value of Probability
Accuracy error (a) | the post-error (C) of the small
grade error (P)
Grade 1 0.01 0.35 0.95
Grade 2 0.05 0.5 0.8
Grade 3 0.1 0.65 0.7
Grade 4 0.2 0.8 0.6
Table 4
Grey model prediction results
Period | Consumer | Interest Commodity Period
(%) income (m) | rate (#) | order price (py,) (%)
9 10444.69 2.729 11.60 0.938
10 10512.53 2.690 11.70 0.954
11 10580.81 2.651 11.81 0.969
12 10649.53 2.613 11.91 0.985

timization results of the actual data and the predicted
data are shown in Table 6 and Table 7, respectively.
Conclusions. Based on the solution results of the
above mode, it can be seen that the overall prediction
performance of GM (1, 1) is favourable, and various
accuracy indexes have reach Grade 1. The market in-
dex value of the prediction results is optimized. The
results obtained by the prediction model and the re-
sults obtained by the actual model show no huge error.

Table 5
Precision results of various indexes based on GM (1, 1)
Indexes Development Grey action Specific value of the Average relative Degree of
coefficient (a) (u) standard deviation (C) error (MAPE) correlation (r)
Consumer income -0.006474 —1527166 0.1248 0.0029 0.751
Interest rate 0.014550 212.31 0.0708 0.0045 0.563
Commodity order price —0.008789 —1224.9 0.1766 0.0044 0.554
Inventory cost unit price -0.016203 —50.458 0.1717 0.0083 0.536
Table 6 Table 7

Actual optimization results of the specific power
demand function model

Grey prediction optimization results of the specific
power demand function model

T | It | Dt | St Alt plt Qt Rt T| It Dt | St Alt plt Qt Rt

1 1200 144 | 144 134 | 17.264 6 2291.2 1200 | 129 | 129 | 182.5 | 18.612 | 47 1687.2
2| 62 | 126 126 76 18.774 | 77 3754.6 2| 18 | 111 | 111 90.5 |20.485| 28 | 3563.6
3 13 98 98 50 21.153 86 4858.9 3 35 121 | 121 | 85.122 | 18.377 86 4808.4
4| 1 |104| 104 | 106 | 20.744 | 157 | 5252.9 41 0 106 | 106 | 207 20.46 | 260 | 4033.8
5154 (91 | 91 | 129.5 | 21.659 | 121 | 5810.8 5| 154 | 132 | 132 210 1699 | 122 | 4771.1
6 | 84 | 103 | 103 | 62.5 21.1 30 7578.9 6| 144 | 95 | 95 | 126.5 | 22279 | 30 | 6408.8
7 11 97 97 103.5 | 22.362 | 141 7956 71 79 100 | 100 51 21.974 22 8309.5
8 | 55| 8 | 89 | 195.5 | 22.567 | 185 | 8088.9 8 1 100 | 100 126 | 20.889 | 175 | 8422.2
9 | 151 | 83 | 83 | 128.5 | 22.94 19 9553.5 9| 76 | 93 | 92 | 264.5 | 21.302 | 16 10188
10| 87 | 86 | 86 46 22.99 2 11474 10| 0 155 | 155 | 128.5 | 15.551 | 206 | 10279
11 3 100 | 100 99 21.27 146 11978 11| 31 99 99 122.5 | 21.404 | 121 11016
12|49 | 118 | 118 61 19.686 | 71 13452 12 73 | 119 | 119 | 15392 | 19.55 | 46 12773
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a — actual value and predicted value of Consumer income; b — actual value and predicted value of Interest rate;
¢ — actual value and predicted value of Commodity order price; d — actual value and predicted value of Inventory

cost unit price

Excluding that the commodity sales price is a little low
and the commodity demand is too high in the tenth
period, the overall predicted value of the model is fa-
vourable and the final optimized earnings do not differ
greatly from the expectation. Therefore, when the
market demand changes show index changes, the dy-
namic pricing and inventory control optimization mo-
del based on the grey prediction model is of vital guid-
ing significance towards planning of commodity sales.
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Merta. [IporHo3yBaHHSI PUHKY BiZHOCUTBLCS 10
MPOTHO3YBAaHHS BHYTPILIHIX MNpaBuJ i MailOyTHiX
TeHACHIIIN1 PO3BUTKY Pi3HUX PUHKOBHUX iHIACKCIB i
YHHUKIB Ha OCHOBI BUBYEHHSI Ta MONIMOJIEHOTO 10-
CJIiIXKEHHSI pi3HUX YUHHUKIB, 1110 BIUTMBAIOTh Ha 3Mi-
HU PUHKOBOTO MOIUTY i MPOMO3UIlii 32 TOMOMOTOIO
HAYKOBUX TEOPill i CHCTEeMAaTUIHHUX MOACITBHUX aJITO-
putMmiB. Ll pobOoTa aHani3ye pe3yabTaTy ONTUMi3allil
TPAIULIIAHUX 1 IHTEJEKTyaJTbHUX AJTOPUTMIB IMPO-
THO3yBaHHSI.

Metonmka. /s aHanidy BiIMiHHOCTEN MixX pe-
3yJabTaTaM1, OTPUMAaHUMM 3a JOIOMOTOIO aJTOpPUT-
MiB MPOTrHO3YBaHHS, i NMPaKTUYHUMU CUTyaLlisIMU,
HeoOXinmHO yHi(iKyBaTH IapamMeTpu MOIETi aHaJi3y.
Monenb TporHo3yBaHHS Cipoi CUCTEMM 3aCTOCOBHA
JIO TIPOTHO3YBaHHS CUTYallili 3 TPEHIOM iHIEKCiB, 110
3MiHIOETbCS. Moneb YacoBUX PSMiB MiAXOAUTH IS
JIAaHUX 3 TIEBHUM TPEHAOM i NEPiOAMYHUMHU 3MiHAMM.

Pesyabratn. My BUSIBUIIU, 1110 HEPOHHA Mepe-
Ka, MOZEJb 1 MiATpUMKa BEKTOPHOI MOJIE/i HE MAalOTh
SIKNX-HeOYyIb BUMOT 10 JaHWUX, TOMY BOHH ITiIXONSTh
U1 Oyab-sIKMX cuTyawlii. | Kojim 3MiHM PUHKOBOTO
TOITUTY TTOKA3yIOTh 3MiHU iHIEKCY, SKUTTEBO BAXKIIH -
BE HaMpapJIsTIOue 3HAUYCHHS IS TUIaHYBaHHS IIpOIa-
KiB TOBapiB Ma€ AMHAMiIYHE LIIHOYTBOPEHHSI TA ONTH-
Mi3alliliHy Moae/b YIpaBIiHHS 3allacaMy Ha OCHOBI
cipoi MoJesTi MPOrHO3yBaHHS.

HaykoBa HoBU3HA. 3a JOITOMOI'0I0 MOJETIOBAH-
Hsl, IPOTrHO30BaHEe 3HAUYEHHSI MojeJieil OJM3bKe 10
KiHLIeBO1 LIJIbOBOI ONTHUMi3allil TPpUOYTKiB.

IIpakTuyHa 3HAYMMICTB. 3MiHU PUHKOBOIO MO-
MUTY, SIK IPAaBUJIO, ITOKA3YIOTh 3MiHM iHIEKCY, TIMHA-
MiyHE IIiHOYTBOPEHHS Ta OINTUMi3alliiiHa MOIEeb
yIpaBJiHHS 3ariacaMy Ha OCHOBI Cipoi Mozaeni nepen-
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0OavyeHHST MOXe CIIY>KUTH OPiEHTUPOM TIpU TIJIAHYBaH-
Hi mponaxiB TOBapiB.

KirouoBi ciioBa: cipa modenan, camoadanmuena
onmumizayis, mooenbHe NPOSHO3YB8AHHS, CHeuu-
diuna QyHKyiss nomyxucrHocmi

IHenn. IIporHo3upoBaHue pbIHKA OTHOCHUTCSI K
MMPOTHO3MPOBAHUIO BHYTPEHHUX MPaBUJI U OYIYIINX
TeHIASHUMI Pa3BUTUS Pa3IUUHbBIX PBIHOYHBIX MHACK-
COB M (haKTOPOB HAa OCHOBE U3YUYEHMUS U YIITYyOJIEHHO-
TO MCCIIEAOBAHUS PA3IMIHBIX (PAKTOPOB, BIUSIONINX
Ha U3MEHEHUsI phIHOYHOTO CIIPOCa U TPEITIOXEHUSI C
TTOMOIIIBIO HAYYHBIX TEOPUI U CUCTEMATUIECKHX MO-
IIETTBHBIX aJITOPUTMOB. DTa paboTa aHAJU3UPYET pe-
3yJIbTaThl ONTUMU3AIUN TPATUIIMOHHBIX W WHTEN-
JIEKTYaJIbHBIX aJITOPUTMOB IIPOTHO3UPOBAHMSI.

Metoauka. /I aHanu3a paziuduii MexXay pe-
3yJIbTaTaMU, TTOJIyYeHHBIMU C TIOMOIIIBIO aJITOPUTMOB
IMPOTHO3MPOBAHUS, U TPAKTUISCKUMU CUTYALIUSIMU,
HeoOXoouMo YHUDUUUMPOBAThL TapaMeTphbl MOACIU
aHanu3a. Momesb IPOrHO3UPOBaHMSI CEPOii CUCTEMBbI
MpUMEHUMA K TPOTHO3UPOBAHUIO CUTYaLIUA C U3Me-
HSTIOIIMMCST TPEHAOM UHACKCOB. MoiesIb BpeMEeHHBIX
PSITOB TIOAXOMUT JUIST TAHHBIX C OTIPEASIEeHHBIM TPEH-
JIOM Y TIepUOINYECKUMU U3MEHEHUSIMU.

PesynsTaThl. Mbl 00HApPYXWIN, YTO HEWPOHHAS
CceTh, MOIEIb M TIOAEePKKAa BEKTOPHOI MOIEIN HE
NMEIOT KaKNUX-JIN0O TpeOOBaHWI K TaHHBIM, ITO3TO-
MY OHHU MOIXOMST IS TIOOBIX cuTyaruii. M Korma n3-
MEHEHMSI PRIHOYHOTO CITPOCA MOKAa3bIBAIOT U3MEHE-
HUSI MHIEKCa, XMW3HEHHO BaXXHOE HaIIpaBJISIOIIee
3HaUYCHME IS TUIAHUPOBAHUS TIpOoaak TOBAapOB UMe-
eT IMHaMMUYEeCKoe 1LIeHOOOpa30BaHME M ONTUMU3a-
LIMOHHYIO MOJIe/Ib YIIpaBAeHUS 3alacaMy Ha OCHOBE
cepoii MOJIeJIM IMPOTHO3MPOBAHMSI.

Hayunas HoBusHa. C MOMOIIIBIO MOAEINPOBA-
HUsI, TPOTHO3MPYEeMOe 3HaYeHUe Mojelieil 0IM3Ko K
KOHEYHOI 11eJICBOI ONTUMMU3AIINH TTIPUOBUIH.

IIpakTHyecKkast 3HAYMMOCTb. VI3MeHEHUST pHI-
HOYHOTO CIIPOCa, KaK IIPaBUJIO, TTOKA3bIBAIOT NU3MEHE-
HUS WHACKCA, TWHAMWYECKOE IICHOOOpa3oBaHUE U
OINTUMM3ALIMOHHAsI MOJIE/Tb YIIPABJICHUS 3allacaMM Ha
OCHOBE CEepOii MOIE/IM MPeICcCKa3aHUs MOXET CIIY>KUTh
OPHEHTHUPOM MPU IJITAHUPOBAHUU MPOIA KN TOBAPOB.

KmoueBbie cioBa: cepas modeawb, camoadan-
MUBHAS ONMUMUAUUSL, MOOEAbHOE NPOSHO3UPOBA -
Hue, cneyuguueckas QYHKUUS MOUSHOCIMU
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