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Purpose. Cluster analysis is not only an important research field of data mining but also a significant means and
method in data partitioning or packet processing. The research aims to further improve the effect of clustering algorithm
and overcome the existing defects of differential evolution (DE). The research achievements are intended to be used in the
cluster analysis to obtain better clustering effect.

Methodology. We have made in-depth research with regards to DE algorithm and cluster analysis, discussed the effect
of K-means as well as the flowchart and computing method of the fitness function. The influence of different differential
operations plays on the performance have been analyzed.

Findings. Firstly, we explained the fundamental ideas and methods of cluster analysis and DE algorithm. Then we
illustrated how the improved DE algorithm realizes the cluster analysis. Finally, we conducted simulation experiment of
cluster analysis on four artificial data through the clustering algorithm based on elite strategy DE algorithm so that we can
verify the feasibility and validity of the new method.

Originality. We developed an elite strategy DE algorithm and used it in K-means cluster analysis. Since DE algorithm
is a method to search the optimal solution by simulating natural evolution process, its outstanding features are its im-
plicit parallelism and ability to utilize the global information effectively, therefore, the new and improved algorithm has
stronger robustness and it can avoid getting trapped in a local optimum and greatly enhances the clustering effect. The
research on this aspect has not been found at present.

Practical value. By applying elite strategy DE algorithm in K-means cluster analysis, we can improve the efficiency
and accuracy of cluster analysis. The result of the simulation experiment showed that the new method presented in this
paper has significantly improved the optimization performance, which verifies the feasibility and effectiveness of this new
method.

Keywords: cluster analysis, k-means, differential evolution, elite strategy, optimization performance, feasibility, ef-

fectiveness

Introduction. Together with the rapid development of
the information technology in recent years, there have
emerged plenty of data, from which the existing database
technology fails to extract deeper and valuable informa-
tion, let alone to make an ideal decision and forecast the
future development trend based on the existing data. As
one of the core techniques in data mining, the cluster anal-
ysis method has become an active research topic in this
field. As an unsupervised learning process, the cluster
analysis method clusters the things into different classes
according to certain properties, minimizes the between-
class similarity and maximizes the inter-class similarity.
People have paid increasing attention to the improvements
and research of its relevant algorithms and clustering has
been widely researched in such fields as statistics, ma-
chine learning, pattern recognition and data mining [1].

The traditional cluster analysis methods include sys-
tem decomposition method, addition method, overlapping
clustering and fuzzy clustering. Restricted to the fields of
statistics and machine learning, most of these methods fail
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to take large data volume and operation cost into full con-
sideration, making the original algorithm null and void or
unable to be used in data mining. Therefore, they are not
applicable to the circumstances with large data volume.
People’s eyes have been drawn to how to utilize and im-
prove the traditional cluster algorithms so that they can
help to find the useful information from large databases. In
the future, the research on the application field of data
mining will become increasingly extensive and the appli-
cation of artificial intelligent algorithms will become more
and more population in cluster analysis [2]. DE algorithm
is a newly-emerging evolutionary computation technique
raised by R. Stom and K. Price in 1995 and it is a fast evo-
lution algorithm. For most Benchmark problems, DE al-
gorithm has excelled itself in convergence speed and sta-
bility. Since DE is easy to understand and simple to real-
ize, it has been widely used [3]. Therefore, to introduce
the evolution algorithm with global optimization ability
into cluster application field is one of the future develop-
ment trends of cluster analysis. This paper discusses the
clustering problems as well as the structural scheme and
computing methods of the fitness function and makes re-
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search on improving the accuracy of cluster analysis by
applying DE in the clustering.

Improvement strategy of differential evolution al-
gorithm. Improvement of the control parameter. In DE
operation process, there are mainly 3 parameters needing
to set up, i.e. population size NP, mutation factor " and
crossover factor CR respectively. The selection of these
three parameters has a great influence on the algorithm’s
global optimization ability and convergence speed.

1. Population size NP: generally, the greater the popula-
tion size NP is, the more numerous the individuals are, and
the better the population diversity is, and the stronger the
optimization ability is. However, in such case the difficulty
of calculation also increases so NP cannot be infinitely
large. In general, choose four to ten times of the solution
space dimension D to set up the population size, which al-
low both, avoiding the search falling into local optimum,
and quick converge to the global optimal solution.

2. Mutation factor F: mutation factor F is a real con-
stant in the range of [0, 2]. The F setting affects the con-
vergence and the diversity of the population. Too small
mutation factor may cause the algorithm prematurity. The
increase of F value improves the algorithm’s ability to
avoid trapping into the local optimum. However, when
F> 1, it becomes difficult to make the algorithm converge
to the optimal value rapidly, because the population con-
vergence will become very poor when the perturbation of
differential vector is larger than the distance between two
individuals. Therefore, the mutation factor value is usually
set in the interval from 0.5 to 0.9.

3. Crossover factor CR is a real constant in the range of
[0, 1]. The larger the crossover factor CR is, the greater the
likelihood of the crossover, and usually, the crossover fac-
tor value is selected within the range from 0.3 to 0.9.
When CR setting is too small, the convergence speed ac-
celerates and the algorithm easily falls into local optimum,
but when CR setting is too big, the stability of the algo-
rithm is reduced.

In the standard DE algorithm, three main parameters
are usually fixed in the whole looping execution. This
makes the DE algorithm simple compared with other evo-
lution algorithms. Nevertheless, because parameters are
usually selected appropriately based on the experience, for
different optimization problems, there exist very large dif-
ferences in terms of the parameter settings.

Improvement of DE mutation strategy. For the stan-
dard DE algorithm, by improving the mutation operation
mode of DE algorithm, people put forward many modes.
Some main modes are listed as follows:

Mode 1: DE/RAND/1 (standard DE algorithm)

Vig = X6+ F* (X6 = X,36)-
Mode 2: DE/BEST/1
Vi = Koo+ F* (%06 = X36).
Mode 3: DE/RAND to BEST/1
;Lzzx‘i;+F*(xbesf,G —X‘,E)JFF*(E—EZ)

Mode 4: DE/BEST/2

—_— oy —— —— ——
Vig = Xpestc T F (xrl,G T X006 X6~ xr4,G)'

ISSN 2071-2227, HaykoBui BicHuk HIY, 2016, N2 2

Mode 5: DE/RAND/2

I — o — | ——  ——
Vig = X6t F (xrl,G T X006~ X6~ xr4,G)'

Among the foregoing 5 modes, X, represents the
best individuals in number G generation population, and
rl, r2, r3, r4, r5 are random integers which represent the
individual’s serial number in the population.

Through a lot of function testing, there exist certain
difference among various models of DE algorithm, in
which, DE algorithm of model 1 and model 4 is the best,
but DE algorithm of model 1 is the simplest [4, 5].

Improvement of selection strategy. The selection
strategy adopted by the standard DE is a kind of greedy
strategy, namely, the comparison of fitness value between
the parent and offspring generation. The following selec-
tion strategies can be adopted to replace the standard DE
selection strategy, which is

if f(x(g)<k*a’(g)

then x,(g+1)=u,(g).
Where, 6%(g) is a function about the evolution algebra, k
is a fixed constant, therefore, this algorithm would be
different in each generation according to different selection
criteria of 6*(g).

In addition, an alternative selection strategy can also
be adopted, in which, the probability of selecting the off-
spring generation to enter the next evolution is shown as
follows

f(xp)j
f&))

In which, f(x,) is the objective function value of the
parent generation, and f(x,) the objective function value of
the offspring generation.

At present, different combinations of other methods
with the advantages of DE algorithm aimed to creation of
a distinctive hybrid algorithm is a popular way to improve
the current DE algorithm. It was combined with the cluste-
ring analysis, neural network, collaborative evolution
algorithm, etc. [6, 7].

The flowchart of the DE is shown in Fig. 1.

K-means cluster analysis algorithm. The cluster is to
classify the data objects in the data space. The data objects
in the same class are usually very similar while those in dif-
ferent classes are quite different [8]. The inputs of a cluster
analysis cluster include a group of samples and the standard
to measure the similarity (or dissimilarity) of two samples
and the outputs are several groups (classes) of the data sets,
which constitute a partition or a partition structure [9]. The
diagram of clustering analysis is shown in Fig. 2.

The basic idea of K-means cluster method includes:
random selection of K objects from the dataset as the ini-
tial cluster centers; calculation of the distance of every
object to every cluster and assigning the objects to the
class where the nearest cluster center is located; calcula-
tion of the mean value of the data objects of every newly-
formed cluster and obtaining a new cluster center. If there
appears no change in the neighbor cluster centers twice,
the sample adjustment ends and the cluster criterion func-
tion has converged [10]. This process will repeat itself

pelection =min (15
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Fig. 2. Diagram of clustering analysis

continuously until it meets certain termination condition.
The steps of this algorithm are as follows:

1. Input K classes and the database including N ob-
jects.

2. For the data object set, randomly select K objects as
the initial cluster centers.

3. Cluster every sample to one of the nearest k sam-
ples.

4. Put every object with the most similar classes ac-
cording to the mean value of the objects in the classes.

5. Calculate the mean value of every cluster and re-
place the original cluster center with the new mean value.

6. Repeat step 3, step 4 and step 5.

7. Meet the convergence conditions and the running
ends.

The flowchart of K-means cluster is shown in Fig. 3.

Solve cluster analysis problems with differential
evolution based on elite strategy. In the improved diffe-
rential evolution, an individual is a cluster center and the
individual fitness is calculated according to the fitness
function. By using diversity radius mechanism, every
generation will use the modified standard fitness sharing
function to calculate the new fitness for the individual.
Then conduct selection, crossover and mutation opera-
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Fig. 3. The flowchart of K-means cluster

tions on the individuals of the population. Elite strategy
is used to replace the worst individual in the current
population.

K-means clustering based on DE algorithm has ex-
traordinary clustering effect on some representative ex-
pression data. By simulating the evolution process of the
natural world, K-means clustering based on DE adopts the
principle of ‘survival of the fittest’ and searches the opti-
mal solution with replication, crossover and mutation.
Since it integrates the simplicity of K-means and the glob-
al search ability of DE, this algorithm has both, the global
search capacity and hill-climbing capability. In the mean-
while, it makes up for the shortcomings of K-means algo-
rithm and DE.

This research aims to design a differential evolution
K-means clustering algorithm based on the elite strategy.
This algorithm can not only select the cluster center
through crossover operation but also automatically learn
the value of K via mutation. At the same time, it over-
comes the locality of the K-means clustering algorithm
because of the globality of the DE algorithm.

The steps of the differential evolution clustering algo-
rithm based on elite strategy are as follows.

Step I: Initialize the encoding and population.

Set the relevant parameters, including the initial num-
ber of clusters &, the population size m, the crossover
probability p., the mutation probability p,, and the maxi-
mum iterations ¢. Randomly select m data points. Every
data point is comprised of v-dimensional constants and it
represents an individual.

Step 2: Select the fitness function.

Select the population of the next generation according
to the fitness of the individuals, which depends on the
value of the fitness function. The objective is to minimize
the mean square error function so that the individual with
a minimal value of mean square error function is more
probable to be preserved and that individual will have
bigger fitness value. The fitness function is defined as fol-
lows

fitness = .
cavg (x)
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Here, d;, is the minimum between-class distance and
Cavg(X) is the average within-class distance and their defini-
tions are as follows

2

d ; (M

min

1 &G 2
cwg<x>:—z[z||x,-c,.|| /j
k3 j=1

where, ¢; is the class center and x; is the distance. The fit-
ness function mainly demonstrates that the between-class
distance shall be as loose as possible while the within-
class distance shall be as compact as possible. When the
fitness function is optimized in the initial center, it can in-
spire the K value to learn the optimal number of clusters
automatically. Take this idea as the foundation of the de-
sign of fitness function. If the value of the objective func-
tion is smaller, the sum of within-class scatter is smaller
and the cluster partitioning quality is better.

Step 3: Selection Operation.

Selection operation is to select the individuals accord-
ing to the value of the fitness function. The individuals
with bigger fitness function value are more probably se-
lected; otherwise, they may be eliminated. This research
adopts the elite selection strategy, namely to select the in-
dividual with the optimal fitness value from the parent in-
dividuals and the experimental individuals as the individ-
uals of the next generation.

Step 4: Crossover Operation.

Crossover operation is the relevant part of the multiple
individuals combined together to form a new individual.
Different populations use different initial crossover prob-
abilities.

k
= min"c- —c;
=t

_ (f,_f;wg)(pcl _pCZ) < £
P.= Pa fmax _f;lvg ' f;l"g _f .

pcl? ﬁlvg>f,

The values of p,, and p,, in different sub-populations
are different. /” is the bigger fitness value in the two cross-
over individuals, f,,. is the largest fitness value in the
population and f,,, is the average fitness value of every
generation of the population.

Step 5: Mutation Operation.

Mutation refers to individual change and obtain new
individuals. Newly generated individuals continue to be
evaluated. Select relatively good individuals from the par-
ent and offspring populations to form new populations.

_ (fmax _f)(pm] _pmz) <
pml fmax —fm,g > ](avg —f .

pm15 f;zvg >f

The values of p,,; and p,, are different for the sub-
populations with different mutation probabilities. f is the
fitness value of the mutated individuals.

Step 6: K-means Cluster Operation.

For the given matrix M, use the formula of the mini-
mum between-class distance (1) to calculate the cluster
center. This formula ensures that there is at least one ob-
ject in a class.

RS
&
Il
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The centroid of the & class Ck = {Ckb CkZ) ceey de} .
Here,
ZYM
— _i=l

2 Yir
i=1

The Within-Class Variation (WCV) of the kth class is
defined as

C,

g

n d
WCV(M) = v, Y (x, =€),
i=1 j=1
where, x;; is the jth property of the objectx;, i=1, 2, ...n, if
the 7th individual belongs to the kth class, y; is 1, otherwise,
it is 0. Redistribute every object to the class whose nearest
cluster center belongs to and generate a new matrix.

Step 7: Preserve the optimal individuals.

If the evolution iterations have been reached, find the
optimal individuals in every sub-population, select the op-
timal individual from them and then spread to all the sub-
populations; otherwise, turn to Step 3. In every iteration,
record the individual with the minimum within-class vari-
ation. If the current optimal individual meets the conver-
gence conditions, end it and output the result. The optimal
individual obtained represents the optimal cluster result.

The mutation operation is mainly to finish the increase
and decrease of the individual genes in the population,
namely to clarify the final number of clusters. The muta-
tion probability determines the implementation frequency
of mutation operation and its value affects the population
diversity and the convergence performance of the algo-
rithm. This research uses fixed value in the selection of
mutation probability, however, after integrating the actual
algorithm, it can be seen that the selection of K value in
the first place is not certain and it is greatly variable, there-
fore, the mutation probability at the beginning can be big-
ger. However, as the K value goes towards the optimal K
value continuously, the mutation probability will reduce
afterward. Besides, the mutation probability will directly
affect the final clustering effect in the entire implementa-
tion process.

Experiment result and analysis. Four artificial data sets
and the setting of their experiment parameters were de-
scribed. These four data sets include different numbers of
clusters and distribution. These data points conform to a nor-
mal distribution; they are generated surrounding the cluster
centers. The diagram of the four data sets is shown in Fig.4.

The other control parameters of the four data sets are
the same, namely that the crossover probability is 0.8 and
the mutation probability is 0.03. Fig. 5 shows the cluster
analysis results of the improved algorithm on the four data
sets respectively, “—" is the location of the data point and
“+” is the cluster center. It can be seen that the elite strat-
egy differential clustering algorithm can figure out the
numbers of clusters of the data sets and the location of the
cluster center successfully.

Fig. 5 demonstrates the cluster analysis results, which
the algorithm makes on the data sets in different initial radi-
uses. In the Fig. 5, the initial radius of data set in () is
larger, the data set is less, the clustering is more dispersed
and the variance is bigger, thus making data between any
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Fig. 4. The diagram of the data sets: a — is the Ist data set, which includes 200 data set with data points and 3 cluster
centers; b — is the 2nd 700 data points and 10 cluster centers; ¢ — is the 3rd set with 400 data points and 5 cluster
centers; d — is the 4th set with 300 data points and 4 cluster centers
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Fig. 5. Cluster centers obtained by the four data sets

two classes of data does not completely belong to one class,
but belongs to several classes. The experimental simulation
results showed that the final clustering center results do not
result in the deviation. The number of clustering sample
points in () is bigger, the data set is also larger, and the
variance is smaller. The results showed that the clustering
center distribution of each data set is more reasonable. The
number of clustering sample points in (c) is bigger, but the
variance of each data set is smaller. The results showed that
the optimal class center result of the proposed algorithm
met the need with better effect. The number of sample
points in (d) is bigger, but the data set is smaller, and there

120

are a number of points drifting away each data. The method
proposed was adopted to search the clustering center of
each data set. The results showed that the deviation of clus-
tering center is small with relatively ideal effect.

It can be seen clearly that no matter what the initial
radius is, the cluster results are very satisfactory. There-
fore, a conclusion can be made that the algorithm can
overcome the problem of the initial radius and it has ex-
cellent robustness whether in the experiment functions or
in the practical applications.

Conclusion. The improved K-means cluster algorithm
based on DE algorithm has been developed. As an algo-
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rithm that searches the optimal solution by simulating the
process of natural evolution, DE makes itself stand out
with its implicit parallelism and ability to utilize the glob-
al information effectively. Therefore, the new improved
method has better robustness, avoids being trapped in lo-
cal optimum, enhances clustering effect greatly, and has
such characteristics as avoiding prematurity and fast con-
vergence. The experiments have verified the effectiveness
of the new method.
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Meta. KiacrepHuii aHaii3 — 11¢ HE TUIbKHA BaXKIUBUIN
HarpsiM JOCIIDKeHb Y cdepl IHTeIeKTyaabHOTO aHalizy
JAHWX, aJic ¥ BaXKJIMBHIA 3aci0 i METO/ MONITY JaHUX abo
00poOKku makeTiB. JJOCHiKCHHS TIPUCBSIUCHE TOAAIBIIO-
MYy TIOJIIIICHHIO PE3YJITATUBHOCTI aJITOPUTMY KITaCTepH-
3amii Ta yCyHEHHIO iCHYIOUMX HEJOJIKIB udepeHIiain-
Hoi eBodrottii (DE). Pesynbratu mocmimkeHHs mpu3HaYCHi
JUIS 3aCTOCYBAHHS Y KIIACTEPHOMY aHai31 3 METOIO OTPH-
MaHHS Kpamoro epeKTy KIacTepu3aliii.

Metoauxa. [IpoBeneni rmboki qociimkenas DE-an-
TOPUTMY Ta KJIACTEPHOTO aHaji3y, pO3IVISHYTO BILIUB Me-
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Toy k-CcepeniHix, a TaKokK OJOK-CXeM i METOIy PO3paxyH-
Ky ¢yHkuii nmpucrocoBaHocti. IIpoaHanizoBaHo BIUIUB
pi3HUX IudepeHIiaJbHIX ollepaliii Ha POXyKTUBHICTb.

Pesyabratu. [lo-nepie, po3mistHyTi OcHOBHI inei i
METO/HX KJacTepHOoro aHaiizy ta DE-anroputmy. [lo-nmpy-
re, MPOJEMOHCTPOBAHA peaji3alis KIaCTEpHOTO aHali3y
mominmennM  DE-anroputmom. Ilo-Tpete, mpoBeneHe
eKCTIepUMEHTAIIbHE MOJICIIOBAHHS KJIACTEPHOIO aHami3y
Ha YOTHPHOX HAOOpax 3MO/EJIbOBAHUX JaHUX 32 JOIIOMO-
TOI0 aJrOPUTMY Kitactepu3ailii Ha ocHoBI DE-anropurmy
3 JIITAPHOIO CTPATETIE0, M0 a0 MOXJIMBICTH IEPEBi-
PHUTH JOLUIBHICTB 1 OOIPYHTOBaHICTh HOBOT'O METO/LY.

HayxoBa HoBu3na. Po3po6neno DE-anroputwm 3 eni-
TapHOIO CTPATEri€lo JUIsl 3aCTOCYBAHHS y KIIACTEPHOMY
aHaizi 3a MmetonoM k-cepennix. Tak sik DE-anroputwm siB-
J5i€ o000 METOA JUIsl MOUIYKY ONTHMAJBHOTO PIilllCHHS
[UIIXOM IMITaIlii MPHPOAHOTO EBOIIOIIITHOTO MPOIECY,
HOTO0 BiZIMIHHOIO PHCOIO € HOTO IIPUXOBAaHUI MapaIemi3M i
3MATHICTh €(PEKTUBHO BHUKOPHCTOBYBATH TJIO0ANBHY iH-
(hopmariro, TaKUM YHHOM, HOBHH 1 MOKpAIIEHUH airo-
pUTM OUTBII CTIMKHHA 1 MOKE YHHKHYTH IIOHAJaHHS B
MAaCTKy JIOKAJIBHOTO ONTHMYMY Ta 3HAYHO TOCHJIMTH
edexr kiacrepusaii. JlociiPKeHHS IbOTO aCIEKTy paHi-
111€ HE TIPOBOMIINCSL.

IMpakTHyHa 3HAYUMicTh. 3aCTOCYBaHHS elliTapHOI
crparerii DE-anropurmy mMose migBUIIUTH €(EKTUBHICTH
1 TOUHICTB KJIACTEPHOTO aHallizy 3a MetogoM K-cepenHix.
Pesynbrar eKcriepuMEeHTaIBLHOTO MOJICJIIOBAHHS ITOKa3aB,
10 HOBUH METOJ, MPEACTABICHUN y Mild POOOTi, 3HAYHO
TIOJIMIINB TPOAYKTUBHICT ONTHMI3aIlil, IO IOBOTUTH
HOTO HOITBHICTD T €(PEKTHBHICTb.

Kurouosi cnoBa: xkiacmepnuii ananis, memoo K-cepeo-
HiX, Oughepenyianvha egomoyis, enimapra cmpamezis, Onmu-
Mi3ayis nPOOYKMUGHOCHI, OOYiTbHICIb, eheKmUsHiCImb

Ieab. KnacTepHblil aHaIU3 SBISETCS HE TOJIBKO BaX-
HBIM HalpaBJIeHUEM UCCIECIOBAHUH B cepe HHTEIIICKTY-
AJIBHOI'O aHajIn3a JaHHBbIX, HO W BaXXHbBIM CpPCACTBOM U
METOZIOM pa3/ieNieHHs JIAaHHBIX WM 00pabOTKU IaKEeTOB.
HccnenoBanue MOCBSIIEHO AajlbHEHIIEMYy YITy4IICHHIO
Pe3yBTaTUBHOCTH AITOPUTMa KIACTEPU3ALUHU U yCTpaHe-
HUIO CYIIECTBYIOUIMX HeJOCTaTKoB auddepeHnnansHoin
spomouun (DE). Pesynbrare! uccienoBanus npeaHaszHa-
YeHBI ISl IPUMEHEHHS B KJIACTCPHOM aHAJIM3€ C LENBI0
MOy 4eHHs JTydero 3((hexTa KiacTepu3alim.

Metonuxa. [IpoBenens rmybokue nccnenoBanus DE-
aJITOPUTMa M KJIACTEPHOTO aHaIN3a, PACCMOTPEHO BIIHSI-
HHUe MeToaa k-cpenHnx, a Taxke OJIOK-CXeM U METO/Ia pac-
yéra (PyHKIUHU npucrnocobaeHHocTH. [Ipoanann3upoBaHo
BIMSTHUE PAa3NUuHbIX JuddepeHnnanpHpIX onepanuii Ha
IMPON3BOAUTEIILHOCTD.

Pesyabrarnl. Bo-nepBbIX, pacCMOTPEHbI OCHOBHBIE
U U METOABI KJIacTepHoro aHanusza u DE-anroputma.
Bo-BTOpBIX, IPOIEMOHCTPUPOBAHA peaIn3alys Ki1acTep-
HOTO aHanu3a yny4mennsiM DE-anropurmom. B-Tpetbnx,
MPOBEACHO SKCIEPUMEHTAILHOE MOJICIMPOBaHNE KJila-
CTEpPHOTO aHaJIM3a Ha 4YeThIpeX Habopax CMOIEIHPOBAaH-
HBIX JaHHBIX C TIOMOIIBIO AJITOPUTMA KJIACTEPU3alNU Ha
ocHoBe DE-anropurma ¢ 3nuTapHOM cTparervei, 4ro
JTAJI0 BO3MOKHOCTB ITPOBEPUTH LIEIECO00Pa3HOCTh U 000-
CHOBAHHOCTbH HOBOTO METO/IA.
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IHOOPMALINHI TEXHONOTIi, CACTEMHUA AHANI3 TA KEPYBAHHA

Hayunas noBu3sHa. Pazpaboran DE-anropurm ¢ amm-
TapHOM cTparerveil Jyisi IPUMEHEHHUs B KIIaCTEPHOM aHa-
nm3e 1o meroxy k-cpeanux. Tak xak DE-anroputm npen-
CTaBJIsIeT cOOOH METOA [UIsl IOMCKA ONTHMAJIEHOTO pelie-
HUSI MyTeM HMUTAlUM €CTECTBEHHOTO HBOJIIOIMOHHOTO
mporecca, ero OUINYNTEIbHOW 0COOCHHOCTBIO SIBIISIETCS
€r0 CKPBITHIN MapajuieNn3M U cocoOHOCTh 3(h(ekTHBHO
HCIOB30BaTh MIO0ATBHYI0 MH(QOPMAIHIO, TaKUM 00pa-
30M, HOBBIH W YIYYIICHHBIH alTOPUTM O0Jiee yCTOWYHB U
MOYKeT M30eKaTh MOMalaHus B JOBYIIKY JOKAJIBHOTO OII-
TUMyMa U 3HAYUTEIBHO YCHIUTh d3PPEKT KIacTepU3ainu.
HccnenoBanus 3TOro acrekTa paHee He IPOBOJHIIHCE.

IpakTHyeckas 3HaYMMOCTh. [IpuMeneHue smurap-
Hol crparernu DE-anroputma MOXXeT TOBBICHTB Y dek-

TUBHOCTh M TOYHOCTBH KJIACTEPHOTO aHAJIN3a MO METOIY
K-cpenuux. Pesynbrar skcriepuMeHTaIbHOTO MOJIEIUPO-
BaHMS TIOKa3alJl, YTO HOBBII METOJ, NPEACTaBJICHHBIA B
9TOM cTaThe, 3HAYUTENBHO YIYUIIHI TIPOU3BOANUTEIb-
HOCTbh ONTHUMHM3AIMH, YTO JOKA3bIBAET €r0 IIeIecoo0pas-
HOCTB ¥ () (EKTHBHOCTb.

KiroueBble cjioBa: kiacmepuwilti auanus, Memoo
K-cpeonux, oughgpepenyuanvnas s6onroyus, 1UmapHas
cmpamezus, ONMUMU3AYUs NPOU3B00UMeNbHOCMU, yelle-
coobpasrocmo, 3¢hghexmusHocms

Pexomenoosarno 0o nybnixayii 0okm. mexH. HayK
B. B. 'namywenxom. Jlama HAOX00dcenHss pyKOnucy
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Liu Ning Shangluo University, Shangluo, China
ENSEMBLE CLASSIFICATION ALGORITHM BASED
IMPROVED SMOTE FOR IMBALANCED DATA
Jlo Hin launoncekuit yaisepeuret, M. [lanno, KHP

MOKPAIIIEHA SMOTE-CTPATETIA KJTACU®IKAIIIL
HE3BAJTAHCOBAHUX TAHUX HA OCHOBI
AHCAMBJIEBOI'O AJITOPUTMY

Purpose. In practical application, the accuracy of the minority class is very important and the research on imbalanced
data has become one of the most popular topics. In order to improve the classification performance for imbalanced data,
the classification algorithm based on data sampling and integration technology for imbalanced data was proposed.

Methodology. Firstly, the traditional SMOTE algorithm was improved to K-SMOTE (an over-sampling method based
on SMOTE and K-means). In K-SMOTE, the dataset was to perform clustering operation, and the interpolation operation
was performed on the connection of the cluster center and the original data point. Secondly, ECA-IBD (an ensemble clas-
sification algorithm based improved SMOTE for imbalanced data) was proposed. In ECA-IBD, over-sampling was con-
ducted by K-SMOTE, and random under-sampling was carried out to reduce the problem scale to form a new dataset.
A number of weak classifiers were generated and integration techniques were used to form the final strong classifier.

Findings. Experiment was carried out on the UCI imbalanced dataset. The results showed that the proposed algorithm
was effective by using the F-value and G-mean value as the evaluation indexes.

Originality. In the paper, we improved the SMOTE algorithm and combined over-sampling technology, under-sam-
pling technology and boosting technology to solve the classification problem for imbalanced data.

Practical value. The proposed algorithm has important value in imbalanced data classification. It can be applied in the

field of different kinds of imbalanced data classification, such as fault detection, intrusion detection, etc.
Keywords: imbalanced data, ensemble learning, over sample, under sample, data classification

Introduction. Classification problem is one of the
most important in the field of data mining. Traditional
classification methods have achieved good results on bal-
anced datasets, but the actual datasets are often imbal-
anced. For the traditional classifier, it aims at pursuing the
overall classification accuracy. The imbalance of the data-
set is bound to cause the classifier to pay more attention to
the majority class samples so that the classification perfor-
mance of the minority class samples declines [1,2]. How-
ever, in practical application, people are more concerned
about the minority class data, and the cost of the error in
its classification is usually larger than that of the majority.
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For example, if the cancer patients were diagnosed as nor-
mal, it would delay the optimal timing of treatment, result-
ing in life threatening for patients. If the fault is identified
as normal, it leads to failure undetected and may lead to
major accidents. In network intrusion detection, if the net-
work intrusion behavior is sentenced to normal behavior,
it will have the potential danger to cause major network
security incidents. Therefore, in practical application, it is
more needed to improve the classification accuracy of the
minority class samples. The research on imbalanced data
has become one of the most popular topics [3].

The imbalanced classification is such a problem where
the number of training samples in the class distribution is
not balanced and the number of samples in one class is far
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